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SuperAlignment Announcement

Super...what?

How do we ensure AI 
systems much smarter 

than humans follow 
human intent?
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SuperAlignment Announcement

To solve this problem within four
years, we’re starting a new team,
co-led by Ilya Sutskever and Jan
Leike, and dedicating 20% of the
compute we’ve secured to date
to this effort



Superintelligence



Problem



(A possible) Solution: AI Researcher (really)



Direction 1: scalable feedback collection

Feedback collection isn't easy, we
need to take into account:
• Inclusivity

• Fairness
• Representation
• Incentive-alignment
• Legitimacy
• Adaptability

• Transparency
• Simplicity
• Practicality
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Direction 1: scalable feedback collection
• By “democratic process,” we mean a process in which a [broadly

representative group of people] [exchange opinions, engage in
deliberative discussions], and ultimately [decide on an outcome via a 
transparent decision making process]
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Direction 3: Verification Tools

WebGPT
(answers are better

than human-written)

Codex
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account and produce model-aware answers



Direction 5: AlphaGo-like tricks

Every "board state"

= a combination of words
from a Language Model
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Direction 5: AlphaGo-like tricks

+ Strategy
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Direction 6: Hardware

Nvidia plans to ship
200'000 - 500'000
H100s / quarter in 2024



Direction 7: explainability



Direction 7: explainability

1. Understanding the
model at the level of
detail of individual
neurons

2. Running over the entire
model so we don't miss
anything important

3.
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Outro: predictions on "the Next Big Thing"

• Hallucinations solved in 20 months

• GPT-5 not earlier than 2025 (and not later than 2026). Won't be that
useful for us/ordinary people (but still a very intelligent assistant)

• The next OpenAI's paper I'm waiting for is something like
"Autonomous Researchers found/proved new laws/theorems"



Тут вообще кто-то читает? 

Directed by

IGOR D. KOTENKOV
Текст слайда
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